
11𝑡ℎ International Conference on Computational Social Science IC2S2

July 21-24, 2025, Norrköping, Sweden
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Extended Abstract
Whether through “echo chambers” (1) or “filter bubbles” (2), scholars have argued that selective
exposure of news media—wherein people intentionally consume news that matches their pref-
erences while avoiding potential counter-viewpoints (3, 4)—can lead to a litany of undesirable
effects: an overall less-informed public (5), polarized individual-level attitudes (6), influence
on political behavior and vote choice (7), and creation of divergent “shared realities” among
exposed users (8). However, others argue that selective exposure is either overstated (9, 10) or
does not have polarizing effects (11). Large-scale field experiments are required to adjudicate
these competing claims, but they face prohibitive costs and many implementation challenges.
To date, the only major field experiment in this area has focused on the effect of consuming
cross-cutting media rather than selective exposure specifically (12).

Advances in artificial intelligence (AI), particularly large language models (LLMs), provide
researchers with new tools to tackle the logistical obstacles of field experiments by substituting
LLMs for human subjects. By synthesizing their training data, LLMs can reliably internalize
political bias as well as the aggregate opinion of people who may consume the content in
that data (13, 14). Moreover, recent work has reproduced both micro- and macro-behaviors
of humans using LLMs such as moral judgments (15), economic decisions (16), voting pref-
erences (17), and network homophily (18). Building upon this literature, we offer a first step
toward establishing empirical evidence for the influence of selective exposure to partisan content
from the news media on human attitudes using LLMs as representative surrogates.

We use data from the Media Bias Detector platform (19), which tracks ten mainstream U.S.
news outlets since January 2024 by scraping their top-20 articles every four hours. We select all
content classified under politics and published in October 2024, which totals 𝑁 = 10,127 articles.
Unsurprisingly, the most popular topic covered in this period was the 2024 U.S. presidential
election (𝑁 = 4,679). We focus on two prominent and polarizing topics: immigration (𝑁 = 440)
and crime (𝑁 = 1,064); see Figure 1. We further select only articles published by four outlets:
HuffPost, CNN, Fox News, and Breitbart. To test whether selective exposure to a specific
news outlet would influence one’s attitudes about immigration and crime toward that outlet’s
ideological leaning, we introduce an LLM-based experimental setting as follows.

For each topic, we use identical copies of GPT-4o (20) as independent “subjects” in our
experiment. Each subject is assigned to either a control or one of five treatment conditions
(𝑁 = 100 subjects per condition). In the treatment conditions, subjects are asked to “read” 20
randomly sampled articles, presented in chronological order. In four of such conditions, subjects
are presented articles by only one publisher, such as CNN. The other treatment condition, called
“All Publishers,” exposes subjects to 20 articles, five of which are from each of the four outlets.
In the control, we present no articles. Afterward, all subjects are prompted to indicate their
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agreement—on a scale of 1 to 7, where 4 is neutral—with six statements related to the focal
topic; see Figure 2. Two of these statements are conservative-leaning, two are liberal-leaning,
and two are neutral.

The average rating of these statements within each condition is depicted in Figure 3. Our
first observation is that, via the control group, GPT-4o-generated subjects exhibit an inherent
liberal-leaning stance on both topics. These subjects tend to agree, often highly, with positions
that are pro-immigration and social justice-oriented when it comes to crime. Secondly, when
exposed to articles from a single source, subjects’ average ratings tend to align closely with
that source’s ideological leaning. For instance, those who read only Fox News and Breitbart
predominantly agree with stricter immigration and criminal policies, with one exception that
they tend to agree that investing in social services is an effective way to prevent crime. Those
who read CNN and HuffPost often demonstrate the opposite stance on these statements. Thirdly,
we observe a qualitative moderating effect in the “All Publishers” condition, in which subjects’
positions tend to be closer to the neutral line than those of the control group.

Does only reading HuffPost’s coverage in this period “cause” a subject to have more liberal
views about immigration and crime? To estimate this “treatment effect,” for each statement we fit
a regression model predicting the response to that statement using the experimental conditions.
As shown in Figures 4 and 5 (left), this exposure significantly causes subjects to change their
attitudes. For instance, subjects in all conditions are much less likely, compared to the control,
to agree that investing in social services is effective for reducing crime, thereby moderating
the baseline attitude. While subjects assigned to the CNN and HuffPost conditions display no
difference from the control on their position on stricter sentencing laws, Fox News and Breitbart
readers are much more likely to agree with this statement. Additionally, the moderating effect of
the “All Publishers” condition is evident in the positive regression coefficients for conservative-
leaning statements and negative values for liberal-leaning claims.

Finally, we examine the robustness of these findings when using another LLM, LLaMA-
3.1-8B (21), as an alternative to GPT-4o. The treatment effects are presented in Figures 4 and 5
(right). First, we find that most directional effects are preserved, especially for subjects which
are exposed to Breitbart and Fox News articles. For instance, GPT- and LLaMA-generated
subjects in these conditions are significantly more likely to agree that lenient criminal justice
reforms have led to an increase in crime, compared to the control group. Interestingly, we find
that the HuffPost and CNN groups display almost no difference from the control, suggesting
that reading articles from these outlets does not alter the baseline attitudes of LLaMA subjects.
Finally, we observe that most effect sizes are smaller in the LLaMA setting than in the GPT
setting, even though their directions are largely preserved or remain insignificant.

Our work provides a clear, easily implementable and flexible framework to examine the effect
of selective exposure on political attitudes. In future work, we aim to explore the following
directions. First, we are considering a broader selection of LLMs as human surrogates. The two
models studied here have demonstrated a liberal bias via the baseline attitudes of the control
group, which is consistent with several recent findings (13, 22). Experimenting with other
LLMs may reveal further insights into the effects of selective exposure, especially since their
baseline responses may be biased in a different direction. Second, we are extending our analysis
to a larger time horizon, covering more major events across more news outlets and involving
more subjects. Most importantly, while the treatment effect reported here is pronounced for
LLM-simulated subjects, it remains unclear whether this also holds for real humans. If so, can
we generalize from these findings to make predictions about people’s attitudes toward other
statements and topics? Regarding robustness, we have found qualitatively that GPT-4o and
LLaMA-3.1-8B give largely similar results, especially in the direction of the treatment effects.
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However, effect sizes are highly different between the two models; future work will shed light on
the accuracy of these models using the experimental human ground truth, and explore whether
aggregating these models in a wisdom-of-crowd fashion (23) could be a superior approach.
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Topic Publisher Title

Immigration

HuffPost Trump Sparks Outrage With 'Bad Genes' Comment 
About Immigrants

CNN Trump says he would revoke Temporary Protected 
Status for Haitian migrants in Springfield if elected

Fox News 'It's a mess': Vulnerable House Dem shreds Biden on 
border crisis in 'closing message' of campaign

Breitbart Democrat Strategist: Progressive 'Moment Is Well and 
Truly Over' Thanks to Open-Border Policies

Crime

HuffPost Teen Girl’s Dismembered Remains Found In Freezer 
Left Behind By Home’s Previous Owner

CNN Active shooter at Atlanta hotel is taken into custody 
after multiple shots fired

Fox News Chinese citizen charged after allegedly voting illegally 
in key battleground state; vote will be counted

Breitbart Exclusive--'I Was Witnessing History': Butler, PA, 
Vendor Recounts 'Scary' Trump Assassination Attempt

Figure 1: Summary of the dataset. The bar plot on top shows the number of articles about each
topic in the politics category, published in October 2024. The middle two bar plots show the
number of articles about immigration or crime published by each of the four outlets. The table
at the bottom shows some example titles in each topic.
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You are about to read 20 online news articles. After that, you will

be asked to indicate your opinion about 6 statements. Here are the

articles:

#################

--- ARTICLE 1 ---

Date:

Title:

Body:

·
·
·
--- ARTICLE 20 ---

Date:

Title:

Body:

#################

TASK:

Below are 6 statements. Indicate your opinion about these statements on

a 7-point Likert scale, where

1 = Strongly Disagree

2 = Disagree

3 = Somewhat Disagree

4 = Neither Agree nor Disagree

5 = Somewhat Agree

6 = Agree

7 = Strongly Agree.

Statements:

a.

b.

c.

d.

e.

f.

In total, there are 6 statements, and you should provide your agreement

with each one of them line by line. For each statement, first provide

your Likert-scale response as ‘RESPONSE: [response]’, then in the next

line provide a short one-sentence explanation for your response as

‘EXPLANATION: [explanation]’. Do not return anything other than the

response and explanation for each statement.

Figure 2: Prompt used for LLMs. Texts in black are common to both control and treatment
conditions, whereas texts in blue are only for the treatment. In the treatment conditions, 20
articles are randomly sampled by a target outlet, such as CNN. Then, they are presented to the
subject in chronological order. We do not reveal the outlet to the subject (e.g., that the articles
it reads are from CNN), but the content within an article might help identify this information.
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Topic: Immigration Topic: Crime

Figure 3: Attitudes toward immigration and crime. For each topic, we ask subjects to indicate,
on a scale of 1 to 7, their agreement with six statements. Two of these statements have a
conservative leaning (in red), two have a liberal leaning (in blue), and the other two have a
neutral leaning (in black). In the control condition, we ask for GPT-4o’s attitudes without
giving it any article. In the “All Publishers” condition, we ask GPT-4o to “read” 20 randomly
sampled articles from 4 outlets, HuffPost, CNN, Fox News and Breitbart, before asking for its
attitudes. In the four other conditions, we ask GPT-4o to “read” 20 randomly sampled articles
but only by the corresponding outlet, such as CNN. There are 𝑁 = 100 subjects per condition.
Displayed are all answers of these subjects toward each statement, as well as their estimated
means and 99% confidence intervals.
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Estimated effect in standard deviations

Topic: Immigration
GPT-4o subjects LLaMA-3.1 subjects

Figure 4: Estimated effect of exposure to partisan news content on attitudes about immigration.
For each statement, we standardize all responses using the mean and standard deviation of
the control group’s responses. Then, we fit an ordinary least-squares model of the form
𝑦𝑖 = 𝛼 + 𝜷𝑇𝑖 𝑿𝑖 + 𝜀𝑖, where 𝑦𝑖 is subject 𝑖’s response to the statement (after standardization),
𝑿𝑖 is the 5-vector of dummies representing the condition subject 𝑖 is in (with “Control” as
reference), and 𝜀𝑖 ∼ 𝑁 (0,𝜎2

𝜀 ) is an unbiased error. Displayed in this figure are estimates of the
coefficients 𝜷𝑖 as well as their 95% (thick bars) and 99% (thin bars) confidence intervals. A
positive coefficient of 𝛿 implies that subjects in that condition are 𝛿 standard deviations more
likely than the control group to agree with the corresponding statement.
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Estimated effect in standard deviations

Topic: Crime
GPT-4o subjects LLaMA-3.1 subjects

Figure 5: Estimated effect of exposure to partisan news content on attitudes about crime. The
calculation of the effect sizes is identical to that in Figure 4.
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